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Structure of the presentation

1. Introduction to the Econometrics of Program Evaluation

2. Overview of Main Methods Based on Selection on
Observables and Unobservables
I Regression-Adjustment
I Reweighting
I Doubly-Robust Estimation
I Matching
I Instrumental-Variables Approach
I Selection-Model
I Difference-in-Differences
I Local Average Treatment Effect
I Regression-Discontinuity-Design
I Synthetic Control Method



Experimental and quasi-experimental design
The treatment effect is generally estimated by the counterfactual
approach:



Statistical setup

I D is binary treatment indicator (multinomial, continuous)

I Y is outcome variable (binary, continuous, count...)

I Individual i treatment effect: TEi = Y1i − Y0i

I Missing observation problem (Holland 1986)

I Potential Outcome Model: Yi = Y0i + Di (Y1i − Y0i )

I Average Treatment Effect: ATE = E (Y1i − Y0i )

I Average Treatment Effect on the Treated:
ATET = E (Y1i − Y0i |D = 1)

I Average Treatment Effect on the Non-Treated:
ATENT = E (Y1i − Y0i |D = 0)

I Stable unit treatment value assumption (SUTVA)



Density distributions of Y1i , Y0i , TE and ATE



Statistical setup

I Relation between ATEs:
ATE = ATET · p(D = 1) + ATENT · p(D = 0)

I Given the knowledge of confounding factors x, we can also
define the previous parameters as conditional on x:

ATE(x) = E(Y1i − Y0i |x) (1)

ATET(x) = E(Y1i − Y0i |D = 1, x) (2)

ATENT(x) = E(Y1i − Y0i |D = 0, x) (3)

I From these individual-specific average treatment effects, LIE
implies:

ATE = Ex{ATE(x)} (4)

ATET = Ex{ATET(x)} (5)

ATENT = Ex{ATENT(x)} (6)



Identification Under Random Assignment
If the sample is drawn at random (random assignment), it is
possible to estimate the ATE as the difference between the sample
mean of treated and the sample mean of untreated units, which is
the well-known “Difference-in-means” (DIM) estimator.

I independence assumption (IA) holds: (Y1;Y0) ⊥ D

I Using POM, we can show DIM is:

E(Y | D = 1)− E(Y | D = 0) = E (Y1 | D = 1)− E (Y0 | D = 0)

= E (Y1)− E (Y0) = ATE
(7)

I implying also ATE = ATET = ATENT

D̂IM =
1

N1

N1∑
i=1

Y1,i −
1

N0

N0∑
i=1

Y0,i (8)

I The knowledge of x is unnecessary for a correct estimation of
this casual effect.



Consequences of Nonrandom Assignment and Selection
Bias

I Self-selection

I Selection mechanism

When the selection of treated and untreated units is done not
randomly, depending on either individual “observable” or
“unobservable” characteristics, the DIM estimator is no longer a
correct estimation for ATE:
E(Y | D = 1)− E(Y | D = 0) = E (Y1 | D = 1)− E (Y0 | D = 0)

+ [E (Y0 | D = 1)− E (Y0 | D = 1)]

= [E (Y0 | D = 1)− E (Y0 | D = 0)] + ATET

I Selection bias is unobservable since we cannot recover
E (Y0 | D = 1).

I Bias vanishes when E (Y0 | D) = E (Y0).



Selection on Observables (Overt Bias)

I Conditional independence assumption (CIA): (Y1;Y0) ⊥ D|x
I For average effects, Conditional mean independence (CMI)

suffices: E(Y1|x,D) = E(Y1|x) and E(Y0|x,D) = E(Y0|x)

I From POM and averaging conditional on (x,D):

E(Y | x,D) = E (Y0 | x,D) + D [E (Y1 | x,D)− E (Y0 | x,D)]

= E (Y0 | x) + D [E (Y1 | x)− E (Y0 | x)]
(9)

I Under CMI: ATE (x) = E(Y |x,D = 1)− E(Y |x,D = 0) ≡
m1(x)−m0(x) = m(x)

I Sample equivalents for ATE and ATET:

ÂTE =
1

N

N∑
i=1

m̂(xi ) (10)

ÂTET =
1∑N

i=1 Di

[
N∑
i=1

Dim̂(xi )] (11)



Selection on Unobservables (Hidden Bias)

I CI (or CMI) assumption is not sufficient to identify program
average effects because:

E(Y1|x,D) 6= E(Y1|x) (12)

E(Y0|x,D) 6= E(Y0|x) (13)

I The following bias emerges:

E(Y | x,D = 1)− E(Y | x,D = 0) =E (Y1 | x,D = 1)− E (Y0 | x,D = 0)

+ [E (Y0 | x,D = 1)− E (Y0 | x,D = 1)]

= [E (Y0 | x,D = 1)− E (Y0 | x,D = 0)]

+ ATET(x)
(14)

DIM produces a biased estimation of the causal effect of D on Y
that cannot be retrieved observationally as the quantity
E (Y0 | x,D = 1) is unobservable.



Heckman et al. (1998) decomposition of selection bias

As shown above: DIM = ATET + B1, where B1 is selection bias:
B1 = [E (Y0|D = 1)− E (Y0|D = 0)].
B1 can be further decomposed into:



Regression-Adjustment

I RA is suitable only when the conditional independence
assumption (CIA) holds: (Y0;Y1) ⊥ D|x

I As soon as consistent estimators of m1(x) and m0(x) are
available, we can estimate causal parameters ATEs through
the sample equivalents:

ÂTE =
1

N

N∑
i=1

[m̂1 (xi )− m̂0 (xi )] (15)

ÂTET =
1

N1

N∑
i=1

Di · [m̂1 (xi )− m̂0 (xi )] (16)

ÂTENT =
1

N0

N∑
i=1

(1− Di ) · [m̂1 (xi )− m̂0 (xi )] (17)

where m1(x) = E (Y |x,D = 1) and m0(x) = E (Y |x,D = 0).



Regression-Adjustment

An example explaining the estimation logic of the
Regression-adjustment:



Regression-Adjustment



Regression-Adjustment



Regression-Adjustment



Regression-Adjustment



Li et al. (2008): Estimating Average Treatment Effects
with Continuous and Discrete Covariates: The Case of
Swan-Ganz Catheterization

I Estimate treatment effects for Swan-Ganz catherization (right
heart catheterization) for critically ill patients admitted to the
ICU.

I Yt(w) is a binary outcome: it equals 1 if a patient dies within
180 days of being admitted, and 0 otherwise.

I ATE conditional on Xi = x : τ(x) = µ1(x)− µ0(x)
where µ0(x) = E [Yi (0)|Xi = x ] and µ1(x) = E [Yi (1)|Xi = x ].

I τATE = E [τ(Xi )] and τATET = E [τ(Xi |Wi = 1).

I µ̂w (x), w = 0, 1 are fitted probabilities using linear regression,
MLE logit and kernel estimation methods.

I In addition to RA, they use also propensity score weighting.

I For ICU patients as a whole, applying RHC has no effect on
death outcomes.



Regression-Adjustment: Li et al. (2008)



Reweighting

I When the treatment is not randomly assigned, we expect that
the treated and untreated units present very different
distributions of their observable characteristics.

I To reestablish some balance in the covariates’ distributions, a
suitable way could be that of weighting the observations by
suitable weights and then using a Weighted least squares
(WLS) framework.

I RW do not require one to estimate the regression functions
m0(x) and m1(x), but they provide estimations of ATEs only
by relying on an estimation of p(x), the propensity-score.

I Reweighting approach can be inconsistent either if the
specification of the explanatory variables is incorrect or the
parametric probit/logit approach does not properly explain the
conditional probability of becoming treated.



Reweighting

A general formula for the Reweighting estimator of ATEs takes the
following form:

ÂTE =
1

N1

N∑
i=1

ω1(i) · Di · Yi −
1

N0

N∑
j=1

(1− Dj) · ω0(j) · Yj (18)

ÂTET =
1

N1

N∑
i=1

Di · Yi −
1

N0

N∑
j=1

(1− Dj) · ω(j) · Yj (19)

ÂTENT =
1

N0

(
N · ÂTE− N1 · ÂTET

)
(20)

The intuitive idea is that of penalizing (advantaging) treated units
with higher (lower) probability to be treated and advantaging
(penalizing) untreated units with higher (lower) probability to be
treated, thus rendering the two groups as similar as possible.



Reweighting



Reweighting



Guadalupe et al.(2012): Innovation and Foreign Ownership
I Show that multinational firms acquire the most productive

domestic firms, which, on acquisition, conduct more product
and process innovation.

I Probability that a given firm i in industry s is acquired in year
t can be estimated using the following linear approximation:

Fit = α + βϕit−1 + dt + ds + νit (21)

I Estimate of the effect of acquisition on technology using the
panel structure of the dataset and including year fixed effects
as follows:

Iit = α + γFit−1 +
∑
j

βjX j
it−2 + dt + ηi + εit (22)

I RW estimator (22) allows them to control not only for
selection into being acquired on time-invariant characteristics
of firms (just like the equal-weighted fixed effects regression),
but also for time-varying characteristics through the
propensity score.



Reweighting: Guadalupe et al. (2012)



Reweighting: Guadalupe et al. (2012)



Reweighting: Guadalupe et al. (2012)



Doubly-Robust Estimation
I Combines Reweighting (through an inverse-probability

regression) and Regression-adjustment.
I Either the conditional mean or the propensity-score needs to

be correctly specified but not both.
I Define a parametric function for the conditional mean of the

two potential outcomes as m0(x, δ0) and m1(x, δ1), and let
p(x,γ) be a parametric model for the propensity-score.

I Estimate p̂i (xi ) by the maximum likelihood (logit or probit).
I Apply a WLS regression using as weights the inverse

probabilities to obtain, by assuming a linear form of the
conditional mean, the parameters’ estimation as:

min
a1,b1

N∑
i=1

Di (yi − a1 − b1xi )
2 /p̂ (xi ) (23)

min
a0,b0

N∑
i=1

(1− Di ) (yi − a0 − b0xi )
2 / (1− p̂ (xi )) (24)



Doubly-Robust Estimation

I Finally, estimate ATEs by Regression-adjustment as:

ÂTE = 1/N
N∑
i=1

[(
â1 − b̂1xi

)
−
(
â0 − b̂0xi

)]
(25)

ÂTET = 1/N1

N∑
i=1

Di

[(
â1 − b̂1xi

)
−
(
â0 − b̂0xi

)]
(26)

ÂTENT = 1/N0

N∑
i=1

(1− Di )
[(

â1 − b̂1xi
)
−
(
â0 − b̂0xi

)]
(27)



Uysal (2015): Doubly Robust Estimation of Causal Effects
with Multivalued Treatments: An Application to the
Returns to Schooling

I Estimate returns to various levels of schooling using unique
dataset of the 1970 British Cohort Study with extensive
control measures on cognitive and noncognitive abilities, as
well as children’s behavior.

I Generalize their doubly robust estimator for the potential
outcome model with a multivalued treatment variable: No
qualification; O-level; A-level; Higher education.

I Relative to no qualification, avg. return to O-levels of 6.3%,
to A-levels of 7.9% and to higher educ. of 25.4% for males.

I Average returns to O-level and A-level with respect to no
qualification are insignificant for females, whereas the return
to higher education is 19.9%.

I Percentage wage gain due to higher education versus O-level
and A-level is higher for highly educated females than highly
educated males.



Doubly-Robust Estimation: Uysal (2015)



Matching

Matching is based on recovering the unobservable potential
outcome of one unit using the observable outcome of similar units
in the opposite status. Its advantages:

I does not require to specify a specific parametric relation
between potential outcomes and confounding variables

I wide set of different Matching procedures

I reduces the number of untreated to a subsample of selected
controls

I common support

Matching can be performed on:

I covariates (Exact Matching)

I discretized covariates (Coarsened-Exact Matching)

I propensity score (Propensity-Score Matching)



Matching

Matching formulas for ATEs are:

ÂTETM =
1

N1

N∑
i=1

Di [Yi − m̂0 (xi )] (28)

ÂTENTM =
1

N0

N∑
i=1

(1− Di ) [m̂1 (xi )− Yi ] (29)

ÂTEM =
1

N

N∑
i=1

{Di [Yi − m̂0 (xi )] + (1− Di ) [m̂1 (xi )− Yi ]}

(30)
Matching can eliminate biases BA (weak overlap) and BB (weak
balancing) but not BC (unobservable selection) if:

I Conditional mean independence: E (Y1(0)|x,D) = E (Y1(0)|x)

I Overlap: 0 < p(x) ≡ Pr(D = 1|x) < 1



Matching



Bilicka (2019): Comparing UK Tax Returns of Foreign
Multinationals to Matched Domestic Firms

I Using confidential UK corporate tax returns data she explores
whether there are systematic differences in the amount of
taxable profits that multinational and domestic companies
report.

I Nearest-neighbour PSM with 0.1 caliper without replacement
and Abadie and Imbens (2016) standard errors.

I Foreign multinational subsidiaries underreport their taxable
profits by 50 percent relative to domestic standalones.

I Multinational companies are able to use various methods of
profit shifting, such as debt shifting, patent or royalty
location, or transfer pricing to minimize their taxable profits in
the UK. 40 percent of the profit ratio gap can be explained by
the differences in leverage.



Matching: Bilicka (2019)



Matching: Bilicka (2019)



Matching: Bilicka (2019)



Matching: Bilicka (2019)



Instrumental-Variables Approach
When selection into a program is driven not only by observables
but also by unobservable-to-the-analyst factors, then the CMI no
longer holds and RA, (PS)M and RW yield biased ATEs. IV
estimation demands at least one instrument z with the following
properties (exclusion restriction):

I z is (directly) correlated with treatment D

I z is (directly) uncorrelated with outcome Y

For homogenous case (u0 = u1): Y = µ0 + D · ATE + xβ + u
Exogeneity of (x, z) and correlation between D and z give:

(a) Yi = µ0 + DiATE + xiβ + ui

(b) D∗i = η + qiδ + εi

(c) Di =

{
1 if D∗i ≥ 0

0 if D∗i < 0

(d) qi = (xi , zi )

(31)



Instrumental-Variables Approach

In case of zero correlation between ui and εi , OLS is consistent.
When Cov(ui ; εi ) 6= 0 we can rely on 3 methods:

I Direct-2SLS

I Probit-OLS

I Probit-2SLS

For heterogeneous case (u0 6= u1):
Y = µ0 + D · ATE + xβ0 + D(x− µx) + ε
where ε = e0 +D(e1− e0). There are two subcases in this version:

I e1 = e0 (only observable heterogeneity)

I e1 6= e0 (both observable and unobservable heterogeneities)



Angrist&Krueger (1991): Does Compulsory School
Attendance Affect Schooling and Earnings?

I Investigate whether students who attend school longer
because of compulsory schooling receive higher earnings as a
result of their increased schooling.

I Compulsory schooling laws: require students to remain in
school until their sixteenth birthday.

I Individuals born in the beginning of the year start school at an
older age, and can therefore drop out after completing less
schooling than individuals born near the end of the year.

I The estimated monetary return to an additional year of
schooling for those who are compelled to attend school by
compulsory schooling laws is about 7.5 percent.

2SLS model:

Ei = Xiπ +
∑
c

Yicδc +
∑
c

∑
j

YicQijθjc + εi

lnWi = Xiβ +
∑
c

Yicξc + ρEi + µi
(32)



IV Approach: Angrist&Krueger (1991)



IV Approach: Angrist&Krueger (1991)



IV Approach: Angrist&Krueger (1991)



Selection-Model

SM can be compared (if not included) with the IV approach to
consistently estimate the parameters in system (31) without the
necessity of including an instrument. For lack of instruments, we
have to rely on strong assumptions on the joint normality of the
error terms.
A generalized Heckit model:

(a) Y = µ0 + D · ATE + xβ0 + D(x − µx)β + u

(b) E (e1|x, z) = E (e0|x, z) = 0

(c) D = [θ0 + xθ1 + θ2z + a ≥ 0]

(d) E (a|x, z) = 0

(e) (a, e0, e1) ∼ 3N

(f ) a ∼ N(0, 1)⇒ σa = 1

(g) u = e0 + D(e1 − e0)

(33)



Hussinger (2008) R&D and subsidies at the firm level: An
application of parametric and semiparametric two-step
selection models

I Analyzes the effect of public R&D subsidies on firms’ private
R&D investment per employee and new product sales in
German manufacturing.

I Outcome equation describing the relationship between the
R&Di intensity, and a vector of covariates Xi :

RDi = X ′i β + subsidiesiδ + εi (34)

I Selection equation describes the relationship between a binary
participation decision, the receipt of public R&D subsidies,
and a vector ofcovariates Zi :

subsidiesi = I Z ′i γ + ui > 0 (35)

I The results show that the average treatment effect on the
treated firms’ R&D intensity is positive.



Selection-Model: Hussinger (2008)



Difference-in-Differences

DID is suitable in evaluation contexts where observational data for
treated and untreated units are available both before and after
treatment. Available for repeated cross section and pure panel.

I Two time periods t = t0, t1; two regimes s = R,M; N units i
and for each potential outcomes Y0ist and Y1ist

I ATE (s, t) = E (Y1ist − Y0ist |s, t) = δ = constant = ATE

I Common trend assumption: E (Y1ist |s, t) = γs + λt

Y0ist = γs + λt + e0ist

Y1ist = γs + λt + δ + e1ist

Yist = Y0ist + Dst(Y1ist − Y0ist)

(36)

By simple substitution we obtain: Yist = γs + λt + Dstδ + eist
A simple OLS regression of Y on a regime and time variable and
on Dst provides a consistent estimation of the ATE = δ.
Specification can be augmented with location-specific trend
coefficient and/or covariates βxist .



Difference-in-Differences



Difference-in-Differences

DID with Panel Data:
DID with panel data can also be easily extended to the case of
dynamic treatment by introducing lags and leads:

Yit = γi + λt +
m∑

τ=0

Dt−τδ−τ +

q∑
τ=1

Dt+τδ+τ + βxit + eit (37)

This can be estimated either by DID (less restrictive identification
conditions) or FE regression (more robust).

DID with matching:
A combination of DID with a PSM, it has the advantage that it
does not require the imposition of the linear-inparameters form of
the outcome equation. In the case of panel data, the M-DID
formula takes the following form:

ÂTETM−DID =
1

N1

∑
i∈{T}

(Y T
i1 − Y T

i0

)
−
∑

j∈C(i)

h(i , j)
(
Y C

j1 − Y C
j0

) (38)



Schmeiser et al. (2016): Student Loan Information
Provision and Academic Choices

I In 2012 Allen Yarnell Center for Student Success at Montana
State University sent warning letters to students with high
loan amounts.

I First-semester freshmen with more than $6,250 in debt,
sophomores > $12,000, juniors>$18,750, and any student
with>$25,000. Annual tuitions were around $6,500.

I 57,334 in-state undergraduates from Montana State
University and the University of Montana during 2002-2014

I Difference-in-difference-in-differences approach:

Yit = α0 + β1Letterit + β2MSUit + β3Letterit ×MSUit+

β4Letterit×MSUit×2012it+α1Demographici+α2Academicit+γsemester+δyear+εit
(39)

Students who receive warning letters are 2% points more likely to
switch majors in the semester after receiving the letter,particularly
likely into business-related fields and out of health (nursing).



Difference-in-Differences: Schmeiser et al. (2016)



Difference-in-Differences: Schmeiser et al. (2016)



Local Average Treatment Effect

LATE is identified in the setting characterized by randomization
under imperfect compliance.

I Let z represent random assignment and D is the actual
treatment status and z 6= D (imperfect compliance)

I z is correlated with D but uncorrelated with potential
outcome Y

I If treatment effect is heterogeneous over observations this
case, it can be proved that the Wald estimator does not
consistently estimate the ATE, but LATE (only for compliers)

LATE =
E(Y | z = 1)− E(Y | z = 0)

p(D = 1 | z = 1)− p(D = 1 | z = 0)
(40)

Consistent estimation of LATE can be obtained from an IV
estimation of α in the following regression: Y = µ+ αD + error
using z as instrument for D. LATE is equal to the ATET when
p(Di = 1|zi = 0) = 0.



Oreopoulos (2006): Estimating Average and Local Average
Treatment Effects of Education when Compulsory
Schooling Laws Really Matter

I Legislation from Great Britain’s 1944 Education Act raised
the school-leaving age in England, Scotland, and Wales in
1947 from 14 to 15 years. Similar in Northern Ireland in 1957.

I Within two years of this policy change, the portion of
14-year-olds leaving school fell from 57 percent to less than
10 percent.

I Raising the school-leaving age to 15 increased earnings, on
average, by between 10 and 14 percent.



LATE: Oreopoulos (2006)



LATE: Oreopoulos (2006)



LATE: Oreopoulos (2006)



Regression-Discontinuity-Design
RDD can be used when the selection-into-program (D) is highly
determined by the level assumed by a specific“forcing” variable s,
defining a threshold s separating treated and untreated units.

I Sharp RDD: relation between D and s is deterministic, thus
creating a strict “jump” in the probability of receiving the
treatment at the threshold

I Fuzzy RDD: relation is stochastic, producing a milder jump

Policy effect is obtained by comparing the mean outcome of
individuals laying on the left and the mean outcome of individuals
laying on the right of the threshold:

ATESRD = E (Y1 | s = s̄)− E (Y0 | s = s̄)

= lim
s↓s̄

E(Y | S = s)− lim
s↑s̄

E(Y | S = s) (41)

ATEFRD =
lims↓s̄ E(Y | S = s)− lims↑s̄ E(Y | S = s)

lims↓s̄ p(D = 1 | S = s)− lims↑s̄ p(D = 1 | S = s)
(42)



Regression-Discontinuity-Design
Discontinuity in the probability to be treated in the sharp and
fuzzy RDD



Bronzini&Iachini(2014): Are Incentives for R&D Effective?
Evidence from a Regression Discontinuity Approach

I Emilia-Romagna regional government subsidized the R&D
expenditure of eligible firms through grants (¿93 million,
1246 applicants).

I Only projects deemed sufficient in each category and which
obtain a total score of at least 75 points receive the grants
(the maximum score is 100).

I Sharp RDD comparing the performance of subsidized and
nonsubsidized firms with scores close to the threshold.

I If a subsidy is random around the threshold, treated and
untreated firms close to the threshold will be similar.

I Program did not create additional investment: firms
substituted public for privately financed R&D.

I SMEs increased their investment substantially, by on average
the same amount of the grant received.



Regression-Discontinuity-Design: Bronzini&Iachini(2014)

Discontinuity in the outcome for large firms



Regression-Discontinuity-Design: Bronzini&Iachini(2014)

Discontinuity in the outcome for small firms



Synthetic Control Method
When the units of observation are a small number of aggregate
entities, a combination of unaffected units often provides a more
appropriate comparison than any single unaffected unit alone (i.e.
Comparative case studies).

I One treated unit (j=1) and J untreated (”donor pool”)

I t=1...T0− 1 pre-treatment, T0 intervention and t=T0− 1...T
post-intervention periods

I X1, ..., XJ+1 predictors for J units

I Effect of the intervention: τ1t = Y I
1t − Y N

1t

Given a set of weights, W = (w2, ...,wJ+1), the synthetic control
estimators of Y N

1t and τ1t are:

Ŷ N
1t =

J+1∑
j=2

wjYjt (43)

τ̂1t = Y I
1t − Y N

1t (44)



Kleven et al. (2013): Taxation and Inter. Migration of
Superstars: Evidence from the European Football Market

I Spanish Reform in 2004 (Beckham Law): foreign workers
moving to Spain after January 1, 2004 offered a flat tax of 24
percent.

I Danish Reform in 1992 (Tax Scheme for Foreign Researchers
and Key Employees): flat tax of 25 percent (30 percent from
1991 to 1995) for a maximum period of 36 months.

I Weights on different countries in the construction of a
synthetic control country are nonnegative and chosen to
minimize the pre-reform distance between treatment and
control in terms of the outcome of interest and indexes of
football league quality.

I Clear evidence that international mobility responds to taxation
and the effects are stronger for top-quality football players.



Synthetic Control Method: Kleven et al. (2013)



Pros&cons of econometric methods for program evaluation



A taxonomy of policy evaluation methods
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